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ABSTRACT
With the release of ChatGPT, many LLM-powered systems have
been designed to expand the ways humans can interact with LLMs,
enhancing their capabilities. The interaction between humans and
LLMs in these systems represents a paradigm shift compared to
traditional human-software interaction. From a software engineer-
ing (SE) and human-computer interaction (HCI) perspective, we
conducted a systematic literature review across major AI and HCI
venues and analyzed the system architectures of human-LLM teams
in 267 papers. Through this analysis, we identified the fundamen-
tal building blocks: eight key elements and their interfaces, four
element behaviors, and a standard human-LLM interaction pro-
cess. Based on these insights, we developed a taxonomy of seven
key interaction modes and 22 submodes. We explored the ideal
design space in which these atomic modes can be combined and
outlined application scenarios where these modes are applicable.
Additionally, we conducted a case study on real-world applications
to demonstrate the taxonomy’s practical use. We envision this work
as a contribution to the theoretical foundations for designing and
developing future LLM-powered applications.

CCS CONCEPTS
• Human-centered computing→ HCI theory, concepts and
models.
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1 INTRODUCTION
Every use of computers involves an interaction mode—a pattern
of interaction between the user and the computer. This concept
has evolved significantly, starting from command-line interfaces,
advancing to the direct manipulation of on-screen items, and pro-
gressing to engaging conversations with chatbots, etc. [51, 52].

In software engineering, patterns are mainly referring to soft-
ware architecture design patterns [16]–standardized solutions to
common problems in software design. These patterns provide reusable
blueprints that have proven effective in the past, which developers
can readily apply or adapt.

Inspired by software design patterns, we explore the concept
of the human-LLM team, where humans interact with LLMs (via
command-line interfaces) or LLM-powered systems (which inte-
grate LLMs as core components). The human-LLM team is similar to
software design in that its elements are structured to work together
to generate input and output. The key difference is that traditionally,
humans are merely users, providing limited and fixed input (e.g.,
clicking buttons, choosing from dropdown list) to software, relying
the software to provide information. In contrast, within an LLM-
powered system, humans become both users and elements, gener-
ating essential interaction information through prompts. Without
prompts, the LLM system can scarcely provide services or follow
user guidance.

https://doi.org/XXXXXXX.XXXXXXX
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As both users and integral elements of the system, human-LLM
interaction can take a simple form—where humans write prompts,
and the LLM processes them to generate responses. However, inter-
actions can also become more complex when LLMs are integrated
into systems with additional elements. For example, an LLM may
be embedded within a structured user interface that enables users
to craft prompts by clicking buttons, minimizing the need to write
prompts from scratch.

With the emergence of more LLM-powered systems, such as Cur-
sor1, Copilot, and Notion AI, a spectrum of interactions has devel-
oped, influencing design decisions in the development of these sys-
tems. What are the typical interactions between humans and
LLMs in human-LLM teams? Do distinct interaction modes2
already exist? While no existing work directly answers these
questions, several emerging concepts [17, 36, 53, 60] are highly
relevant. Notably, Subramonyam et al. [53] introduce the “design
pattern” concept, including many design patterns like “visually
track prompts and outputs.” This pattern features node-based inter-
faces that enable users to visualize multiple outputs (nodes), trace
their connections (edges), and thus compare and evaluate different
input-output variations.

Taking a different perspective from Subramonyam et al., we
apply software architecture analysis methods [2, 9] to examine the
architecture of human-LLM teams. Our study primarily explores
three research questions:

• RQ1: What are the fundamental building blocks of human-LLM
teams, including their elements and relationships? (Addressed
in Section 4.)

• RQ2: What are the typical ways of organizing these elements
into collaborative structures? (Addressed in Section 5.)

• RQ3: How can the taxonomy of interaction modes be applied in
practice? (Addressed in Sections 7, 6, and 8.)

To explore our research questions, we conducted a systematic
review of papers on LLM-powered systems from major AI, HCI,
and SE3 venues published between 2021 and October 2024. Our
analysis of these papers involved three rounds of qualitative coding
(1st round: N = 1009; 2nd round: N = 345), resulting in a final
corpus of 267 papers. From this, we identified 8 key elements and
their interfaces, 4 element behaviors, and a standard human-LLM
interaction process. Ultimately, we categorized 7 key interaction
modes and 22 variations (i.e., submodes) within our taxonomy.
We further grouped these modes into 4 primary clusters based on
similarities in their usage scenarios. Finally, we explored the design
spaces of LLM-powered systems and conducted a case study to
demonstrate their potential real-world applications.

In the end, we discuss the conceptual overlap with existing soft-
ware design patterns. We expect that this taxonomy could serve as
a foundation for analyzing the architecture of human-LLM teams,

1https://www.cursor.com/
2While we previously mentioned patterns, we intentionally avoid terms like “interac-
tion patterns” because patterns typically refer to reusable and well-tested modes. Since
LLM-powered systems have only recently gained widespread popularity (following
the release of ChatGPT), we use “mode” as a more cautious term to describe current
interaction dynamics without implying they are fully established or reusable.
3But we were unable to find enough relevant papers for our analysis from SE venues.

ultimately shaping the design of LLM-powered systems. We envi-
sion this work as a theoretical contribution to software engineering
for AI. Our data is available in Section 12.
2 DEFINITIONS AND SCOPES

Definitions. To establish a clear communication framework, we
define the following key terms used in this paper:
• LLM-powered system: A system consisting of the LLM, which
provides core intelligence, along with the elements that facilitate
user interaction with the LLM.

• Human-LLM Team: A team comprising both humans and
LLMs, where they interact to complete a task. In this setup,
humans are an integral part of the execution process—they must
dynamically provide prompts, as the LLM generally cannot pro-
ceed with the task autonomously without human input.

• Human-LLM Interaction: In a human-LLM team, humans and
LLMs interact to mutually influence each other’s perception of
information and collaborate to complete the task.

• Interaction modes: The various types of human-LLM inter-
action processes. We intentionally avoid using the term “inter-
action patterns,” as patterns typically refer to reusable, well-
established solutions. In contrast, the modes we identify have
largely emerged within the past two years. Therefore, we fo-
cus specifically on these modes—as they represent current prac-
tices—to gain insights into system development and architecture.

Scope on models. While generative AI can be broadly applied
to build AI systems, analyzing the entire spectrum of generative
AI models is beyond the scope of this work. Therefore, we focus
specifically on 1) LLMs and 2) their most relevant models, which
we categorize into three groups:
• Large Language Models (LLMs): These models focus on gen-
erative AI model which support basic text-to-text generation,
like GPT-3, GPT-3.5, Claude, Gemini, Llama 2, OpenAI o1, etc.

• Multi-modal Large Language Models (MLLMs): These mod-
els handle interactions that combine text with other modalities,
such as images, videos, and audio, like GPT-4, GPT-4o.

• Models with Similar Input-Output Patterns: Although this
category does not strictly fall under language models, it includes
models that share similar input-output patterns with LLMs, such
as text-to-text or text-to-image transformations (e.g., Stable Dif-
fusion models). These models are often integrated alongside
LLMs in LLM-powered systems.

Scope on Design and Architecture analysis of Human-LLM
team. Software architecture typically plays a key role as a bridge
between requirements and implementation [19]. Due to differences
in focus, there are multiple perspectives for describing software
architecture [9]. Our focus is on a high-level conceptual architecture
description, similar to the “container diagram” in the C4 Model for
visualizing software architecture4, rather than a detailed, low-level
breakdown of specific software implementation components.
3 METHOD
To build our taxonomy of different human-LLM interaction modes,
we conducted a systematic literature review following the PRISMA
guidelines [39]. Figure 1 illustrates the flow of these steps.
4https://c4model.com/diagrams/component

https://www.cursor.com/
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Step 1: Identification

27 potential HCI & AI Venues were identified

Step 2: Searching and Screening

1009 papers from 23 venues were collected based on 
keyword, title and abstract relevance

Step 3: First Round Qualitative Coding

345 papers from 16 venues were relevant, 
664 papers were excluded based on 
exclusion criteria

Final Corpus
(265 papers)

Step 4: Second Round Qualitative Coding

A small sample of papers were analysed, and initial codebook 
(v1) was developed; The codebook is tested on rest papers, with
new codes were added to the codebook (v2)

Codebook (v2) was applied to all papers (N=345), 
modes definitions and inclusion criteria were refined 
again (v3) 

• 7 main interaction modes
• 22 sub-interaction modes
• 8 key elements
• 4 key element behaviors

Relevance Checking Codebook Development

Step 5: Third Round Qualitative Coding

With Codebook (v3), all papers (N=345) were annotated 
for last round. 265 papers were left in the final corpus.

Codebook Refinement Codebook Application

Figure 1: Overview of literature review process.

3.1 Identification process
Given the interdisciplinary nature of studies about human-LLM in-
teractions, we performed our initial search in multiple conferences
and journals within a broad list of Software engineering, HCI and
AI venues. We found only 27 of them relevant, including major HCI
venues like CHI, UIST, CSCW, TOCHI, IUI, DIS, C&C, and CI, and
major AI venues like ACL, EMNLP, NAACL, TACL, EACL, IJCAI,
CVPR, ICML. While arXiv contains a significant amount of the
latest research on LLM-powered applications, we did not include
it due to the substantial overlap with papers from other venues.
Additionally, we wanted to prioritize peer-reviewed publications.
3.2 Searching and Screening Process
To create the search string used to identify publications, we began
by distilling the relevant components of research about human-LLM
team. Specifically, these works involve: (1) a human component,
and (2) an LLM component, through which the human and LLM
interact. We developed a list of synonyms for each component and
combined them using Boolean operations. Specifically, we used the
following search string:
• Human: "Human OR Human-LLM OR Human-AI OR Human-
centric OR Human-in-the-loop";

• LLM: "Large Language Models OR LLM(s) OR Generative AI OR
Prompting OR Prompt(s)";

• Specific Language Models and Multimodal Language Mod-
els: "GPT OR GPT-4o OR ChatGPT OR Claude (Anthropic) OR
Midjourney OR Sora OR Gemini OR DALLE3".
We conducted searches using (1) AND (2) OR (3) across each

venue’s proceedings or journal issues. We screened titles and ab-
stracts to identify relevant papers. Papers focusing solely on the
technical aspects of LLMs without involving human interaction
were excluded at this stage. After screening, 1009 papers from 23
venues were included for further eligibility checking. Our final
search included papers and posters published between January
2021 and October 2024, following OpenAI’s release of GPT-35.
3.3 First Round Qualitative Coding (N=1009)
We conducted the first round of qualitative coding for eligibility as-
sessment and the development of coding dimensions, following the
collaborative qualitative coding method [46]. Specifically, we began

5https://openai.com/index/gpt-3-apps/

by analyzing a small initial sample of papers to identify prelimi-
nary classification categories and primary inclusion criteria. These
initial classification categories and inclusion criteria were shared
with four authors who participated in qualitative coding, who then
performed coding and attended weekly group meetings to resolve
conflicts and address ambiguities. Once each author achieved an
interrater reliability of over 0.75 (cohen’s kappa) with the lead au-
thor, the four authors independently coded the remaining papers,
discussing ambiguous cases during the weekly team meetings.

In total, 1009 papers underwent first round qualitative coding for
relevance checking. At the same time, if a paper was deemed eligible
after examining its content, we then performed coding dimension
analysis. We summarized the inclusion criteria in Section 3.3.1 and
coding dimensions in Section 3.3.2.

3.3.1 Inclusion Criteria. To understand different human-LLM in-
teraction modes, we focused on papers that propose, facilitate, or
evaluate processes where humans and LLMs work together to per-
form a task. Specifically:

• LLM: The paper must involve content generation using an LLM
or relevant models as described in Section 2. Consequently, pa-
pers including new LLM-powered systems were included. In
contrast, papers were excluded if they ONLY using traditional
language models like BERT for conventional NLP tasks such as
text classification or label prediction.

• Human: The paper must include human aspects; those that
solely evaluate LLM performance based on prompts from non-
user sources (e.g., using LLMs for data annotation to assess task
performance) were excluded.

• Interaction: The paper must describe a clear process for human-
LLM interaction, including prompt crafting and response re-
viewing. Papers without a well-defined interaction process were
excluded.

This process of assessing the eligibility of papers resulted
in a version of corpus of 345 papers.

3.3.2 Coding Dimensions: Weanalysed coding dimensions by adopt-
ing a software architecture perspective [9, 19] and a process per-
spective for human-LLM interaction based on the process model
concept [37] to understand how humans and LLMs dynamically
work and interact to perform tasks. In the end, we identified fol-
lowing key coding dimensions:

• Element: A component within an LLM-powered system that
possesses autonomy and the ability to perform actions influ-
encing an interaction, e.g., Human, LLM, and other computing
components.

• Behavior: The specific actions an element can performwhen hu-
mans and LLMs collaborate on a task. These behaviors manifest
through a series of activities within a human-LLM interaction
process.

• Process: The structured sequence of interactions between hu-
mans and an LLM system as they work together to complete a
task.

• Interaction mode: A distinct type of process through which
humans collaborate with LLM systems to accomplish tasks and
achieve their goals.

https://openai.com/index/gpt-3-apps/
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3.4 Second and Third Qualitative Coding
The second round of qualitative coding was conducted because
new interaction modes emerged during the initial coding process.
This required many initially assigned interaction modes to be re-
classified or have their names and meanings revised. As a result, all
345 papers were assigned newly named or reclassified interaction
modes.

We then conducted the third round of qualitative coding to
adopt a multi-mode perspective, allowing each paper to be assigned
multiple interaction modes. During the second round of coding,
we observed that many papers actually encompassed more than
one interaction mode, challenging our initial assumption that each
paper had a single primary interaction mode while overlooking
others. In the end, each paper was assigned multiple interaction
modes as well as multiple elements.
3.5 Final Corpus
After the identification, searching and screening, and three rounds
of qualitative coding, we included 267 papers in the final corpus.
Notably, the majority of papers came from ACM CHI, a top confer-
ence in the field of human-computer interaction. In the end, a total
of 7 main interaction modes and 22 sub-interaction modes were
identified. We introduce our main findings in following sections.

4 HUMAN-LLM TEAM BUILDING BLOCKS
We first identify the elements of the human-LLM team, along with
their interfaces (inputs and outputs), as well as the behaviors of
these elements within the human-LLM interaction process. This
examination follows the “view template” used for documenting
software architecture [2]. Moreover, we analyze the overall input
and output, focusing on how input data—ranging from task goals
to LLM-generated responses—is transformed throughout the inter-
action process. Table 1 showed elements and other details.
4.1 8 Elements and Their Interfaces
First, the elements in the system can be either humans or LLM
systems. We identified two key groups: Humans (2 elements) and
LLM System (comprising 2 LLM elements and 4 supporting ele-
ments). The primary distinction between humans, LLMs, and other
elements lies in their roles within the interaction. Humans and
LLMs actively perform behaviors such as crafting prompts, whereas
supporting elements primarily assist other elements in completing
tasks. For example, components such as the graphical UI, knowl-
edge base, multimodal component, and external tools mainly serve
to support the behaviors of the key elements. Table 1 presents their
main interfaces, including inputs and outputs.
4.2 4 Key Elements Behaviors
Second, we identified four key behavioral elements in the standard
human-LLM interaction process: planning, generating, evaluating,
and revising. Figure 2 illustrated this process. These behaviors align
with those in Norman’s seven-stage model of interaction 6. Since
they can occur sequentially in human-LLM interactions, we also
use them to represent distinct phases where these behaviors take
place. Additionally, as illustrated in Figure 2, the interaction process
is often iterative, meaning certain behaviors—such as replanning or

6https://www.educative.io/courses/intro-human-computer-interaction/normans-
model-of-interaction

Table 1: Elements and details.
Element Details
Human
Single User &
User Group Input: Task goals

Output: Prompts, Revised prompts, Feedback
Behaviors: Plan, Evaluate, Revise

LLM
LLM (Single) Input: Prompts, Regeneration requests

Output: Generated content (text, images, etc.)
Behaviors: Generate

LLM Team Input: Prompts, Regeneration requests
Output:Generated content (collaborative gen-
eration)
Behaviors: Generate

Other Compo-
nents
Graphical UI Input: User interactions (click, filled content)

Output: Reformatted output
Behaviors: (Supporting) Plan, Evaluate, Re-
vise

Knowledge
Base Input: Prompts

Output: Knowledge matched with prompts
Behaviors: (Supporting) Generate

Multi-modal
Component Input:Mixed inputs (text, images, video)

Output:Multi-modal inputs for LLMs, Read-
able Content for Humans
Behaviors: (Supporting) Generate, Evaluate

External Tool Input: Tool usage specifications in prompts
Output: Enhanced content
Behaviors: (Supporting) Generate, Evaluate

regenerating prompts—may repeat. Below, we provide a common
definition for each of these four key behaviors:
(1) Planning: In this phase, the goal of the prompting interaction

is set by the main element (the human), potentially assisted by
other elements such as the LLM or a graphical UI, which provides
a platform for users to craft prompts. Additionally, multimodal
components may help convert certain parts of the user’s input
into textual information that the LLM can process.

(2) Generating: This phase is central to the entire interaction—an
LLM or a group of LLMs generates responses to the human’s
prompts. During this process, they may leverage external tools
(e.g., web search) or perform semantic matching with a knowl-
edge base to provide more domain-specific responses.

(3) Evaluating: In this phase, users evaluate the LLM’s responses and
decide whether to accept them, regenerate them, or even replan
the prompts. This evaluation may be supported by a graphical UI
(e.g., displaying the response), multimodal components (e.g., text-
to-audio conversion), or external tools (e.g., a code interpreter)
that enhance the presentation of responses.

(4) Revising: After evaluating the LLM’s response, users may be
satisfiedwith the results but still choose to revise them before use.
Even at this stage, users might decide to regenerate responses or
replan prompts. This process is often supported by a graphical
UI.

4.3 A Standard Human-LLM Interaction Process
With the above key elements and their interfaces and behaviors, we
are able to describe a standard or a typical standard human-LLM

https://www.educative.io/courses/intro-human-computer-interaction/normans-model-of-interaction
https://www.educative.io/courses/intro-human-computer-interaction/normans-model-of-interaction
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Figure 2: A Standard Human-LLM Interaction Process & Pro-
cesses for Seven Interaction Modes. This diagram highlights
only the key behaviors in their corresponding phases, though
each phase may involve additional complexities, such as the
inclusion of additional elements. For example, during the
planning process, a human might request the LLM to gener-
ate prompts.

interaction process, with only a human and an LLM is involved,
as opposed to those processes other components are involved. As
shown in Figure 2, the process generally begins with inputting a task
description, elements (e.g., human user) then plan how the task will
be executed, such as proposing prompts to be used in the generation
phase. The prompts are then used to generate responses with textual
outputs. The human user then compares the generated response
against the overall task objectives to determine if it meets the goals.
If satisfied with the response, minimal revisions are made, and
the results are directly used. If not satisfied, the user may request
the LLM to regenerate the response, often revising the prompts to
improve subsequent outputs. Finally, the human-LLM interaction
concludes, with the evaluated and revised output serving as the
final output.

5 TAXONOMY OF INTERACTION MODES
As additional elements are introduced, LLM-powered systems and
their interactions with humans become increasingly complex. Since
many systems are having mutiple modes as combination modes,
we focus on identifying “automatic” modes—those that are inde-
pendent, indivisible, and mutually exclusive. In particular, Mode 1
represents standard prompting, which does not involve additional
elements but serves as the foundational automatic mode for Modes
2–7. Understanding Mode 1 is therefore essential for grasping the
entire taxonomy. Just as atoms combine to form molecules, these
interaction modes can be integrated to create diverse human-LLM
interaction processes. We provide further details in Section 6.

5.1 Mode 1. Standard Prompting with Promting
Technique

This mode is exactly the same as the standard human-LLM interac-
tion process. We introduce this mode as a starting point for other
interaction modes—much like water serves as the primary compo-
nent of many other fluids. While it may seem basic, it is crucial for

understanding potential variations and extensions of human-LLM
interactions.

Elements involved: Human, LLM
Aspects that can vary: The prompting technique used during

planning phase.
Variations: The key variations occur in elements behavior dur-

ing the planning stage, where users can formulate different types
of prompts using various prompting techniques. Below, we outline
several key variations identified in our literature review:
(1) Submode 1.1. User/LLM uses reasoning in prompting. User decom-

poses the task into logical steps or step-by-step pieces [57, 69].
For example, in a code-repairing task, the process can be divided
into code verification and code modification [59, 76]. Similarly,
argumentative writing can be broken down into writing a series
of individual points, sentences, and paragraphs [73].

(2) Submode 1.2. User asks LLM to act as a persona. LLM performance
can be enhanced by assigning it a specific role that mimics human
expertise, such as an instructor with a sense of humor [30], an
expert teacher for communication coaching [21], or even a group
discussion participant providing challenging opinions [7].

(3) Submode 1.3. User incorporates knowledge framework in prompt-
ing. By incorporating a predefined knowledge framework into
the prompt, LLM can generate responses that align with that
framework. Examples include using a mental health psychology
framework [50], a hierarchical storytelling framework that orga-
nizes characters, plots, and themes for writing [38], a predefined
codebook for qualitative coding [66], and usability heuristics
such as Nielsen’s heuristics [13].

(4) Submode 1.4. User is asked for intent clarification by LLM. LLM
can refine its responses by clarifying user intent through itera-
tive questioning. For example, it can progressively adjust gener-
ated images to better match user intentions [31] or enhance the
accuracy of retrieved knowledge by actively asking clarifying
questions to ensure intent alignment [72].

(5) Submode 1.5. User/LLM designs multiple prompt variations or LLM
generates multiple output variations. The user either designs (or
requests the LLM to design) multiple variations of a prompt [4],
or the LLM autonomously generates multiple outputs, such as
alternative sentence rewrites [23] or qualitative coding sugges-
tions [18].

(6) Submode 1.6. User gives LLM explicit task context and specific
steps. Context refers to external information beyond the general
task description, provided within the prompt to guide the LLM
in generating more relevant responses 7. Prompts that incor-
porate context are often referred to as the in-context learning
technique [10]. This includes specific few-shot examples, struc-
tured information about the desired output format, and other
explicit instructions. For instance, in AI-assisted code writing
tasks [20], specific code contexts are provided to elicit more
relevant suggestions from the LLM.

(7) Submode 1.7. User gives LLM implicit context and general require-
ments. In contrast to Submode 1.6, this mode requires the user
to provide only minimal context and general requirements as
input, relying on the LLM to perform some level of deduction
to understand the user’s intent. For example, in an in-vehicle

7https://www.promptingguide.ai/

https://www.promptingguide.ai/
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conversation scenario, an LLM assistant might infer user in-
tent and take actions such as playing music or adjusting the air
conditioning [11].

(8) Submode 1.8 User iteratively and incrementally refine the output
User uses the modified prompt and output from last step to
prompt LLM for further output. For example, users can incre-
mentally refine generated images using previous outputs and
modified output [35].

5.2 Mode 2. Interaction with Graphical User
Interface

This mode differs from standard prompting because it has additional
element, GUI, involved, which increases the complexity of system
architecture. This mode differs from standard prompting due to the
additional involvement of a GUI, which increases the complexity
of the system architecture.

Elements involved: Human, LLM, Graphical User Interface
Aspects that can vary: UI design in the planning stage to sup-

port prompt formulation and UI design in the output stage to facili-
tate evaluation and revision of responses.

Variations: The key variations occur in two stages: planning
the input and evaluating and revising the output.
(1) Submode 2.1. User uses UI for prompting technique design support.

UI design can support prompting technique design in several
ways, including: 1○ Supporting reasoning: UI element can en-
able direct manipulation of intermediate steps in the reasoning
chain, allowing human edits before transitioning to the next
step. For instance, the UI can provide intermediate suggestions
for each bullet point within a prompt chain [63, 64], organize
steps through a chain of visual blocks [1], facilitate writing by
guiding users from a primary idea to detailed examples or evi-
dence [54, 74], and present solutions with decomposed steps that
allow users to repair bugs in intermediate steps [59]. 2○ Support-
ing multiple prompts/outputs generation: UI design can facilitate
the creation of multiple prompts or outputs (Submode 1.5). For
example, DesignAID [4] enables an LLM to generate multiple
prompts based on a single input, allowing for diverse image
generations in later stages. Similarly, UI elements can support
iterative writing and experimentation, such as enabling users
to explore different story-writing variations using a "tree struc-
ture of keywords" [29]. 3○ Supporting knowledge frameworks:
UI can also integrate knowledge frameworks, such as usability
heuristics, to facilitate the evaluation of users’ design [13].

(2) Submode 2.2. User uses structured UI for prompt design. A UI can
be designed with structured fields to enable users to customize
different parts of a prompt, such as prefixes, settings, and few-
shot examples [24, 38]. For example, an LLM system can support
personal journaling by allowing users to input keywords and
adjust preferences via a slider [28]. Similarly, a system for multi-
modal generative AI can enable users to customize prompts
through various parameter settings, such as color selection and
element selection [43].

(3) Submode 2.3. User uses UI for various output format control. To
enhance user evaluation of LLM outputs, this mode can pro-
vide options for customizing visualized code results, such as
selecting the preferred size, choosing colors, or adjusting button
layouts [25, 26].

(4) Submode 2.4. User uses UI for collaborative prompt design. UI de-
sign can facilitate collaborative prompt design, allowing multiple
users to design prompts together rather than individually [15].

(5) Submode 2.5. User uses UI for output evaluation, iteration and re-
finement. UI design can enable users to evaluate LLM responses
and refine or even recraft prompts, supporting the iterative im-
provement of intermediate or final outputs [3, 33]. For example,
in LLM-assisted cooking conversations [70], UI design helps
users refine interactions by identifying and labeling errors, as
well as regenerating interactions. Additionally, UI design can
facilitate the presentation of different evaluation aspects [22].

5.3 Mode 3. Interaction with User Group
This mode differs from standard prompting by incorporating an
additional element—User Group—which increases the complexity
of both system architecture and interaction.

Elements involved: Human Group, LLM
Aspects that can vary: A group of humans can collaborate

with LLM assistance during different stages of the task, such as
planning (e.g., facilitating discussions), evaluating and revising (e.g.,
providing feedback on LLM-generated content).

Variations:
(1) Submode 3.1. LLM facilitates human group communication. LLM

is designed to facilitate team interactions, such as meeting com-
munication [5, 14, 40], decision-making [75], and collaborative
story writing [48].

(2) Submode 3.2. LLM acts as an equal team member within a human-
LLM team. Instead of directly giving instructions to an LLM,
humans and the LLM collaborate as equal partners through nat-
ural language communication, with both capable of requesting
tasks from each other to achieve the overall goal [61]. In a co-
writing task, the LLM and the human can contribute equally to
the final output, while the LLM also provide assistance to the
user [44].

5.4 Mode 4. Interaction with Multi-LLM
Collaboration

This mode differs from standard prompting by incorporating an
additional element—a Multi-LLM team—which increases the com-
plexity of both system architecture and interaction.

Elements involved: Human, LLM Group
Aspects that can vary: Humans can collaborate with multiple

LLMs instead of a single LLM to perform a task. This approach is
often used when a complex task requires multiple LLMs working
together, facilitating both the planning and generating phases.

Variations:
(1) Submode 4.1. User perform tasks by prompting an LLM team. By

assigning each LLM a distinct persona, multiple LLMs can collab-
orate to handle complex tasks that a single LLMmay not perform
well [6, 58]. For example, in novel writing, different LLMs can
take on roles such as planner, researcher, and writer [6]. In photo
editing, multiple LLMs can function as a program manager and
a technical expert, each contributing specialized expertise [58].
This approach can even extend to forming a social community
of LLM agents [41].

(2) Submode 4.2. User performs task with teacher and student model
team. This mode leverages the advantages of both small LLMs
(student models) and large LLMs (teacher models) by combin-
ing the low-cost, lightweight, and locally deployable nature of
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student models with the high language understanding and gen-
eration capabilities of teacher models. The teacher LLM provides
prompt guidance, while the student LLM handles execution. This
approach reduces the burden on the remote teacher model and
helps maintain data privacy [68, 71].

5.5 Mode 5. Interaction with Multi-modal
Components

This mode differs from standard prompting by incorporating an
additional element—a multi-modal component—that converts input
and output into formats understandable by humans or LLMs, such as
processing audio, images, or videos. This increases the complexity
of interaction.

Elements involved: Human, LLM, Multi-modal Component
Aspects that can vary: Designing components for LLM input

(prompts) and components for converting LLM output into different
modalities. This usually happens in planning and evaluating phases.

Variations:
(1) Submode 5.1. LLM performs task with multimodal components

for input, output, or both. This approach may involve adding a
multi-modal encoder to the LLM, enabling it to process and un-
derstand visual information [45]. Alternatively, image and audio
data can be converted into structured text for the LLM to per-
form reasoning and predictions [32]. Other techniques include
extracting text from images for content analysis with LLM or
passing LLM-generated outputs to other generative AI models
for image generation [8]. Additionally, an LLM can generate
multiple variations of user prompts, which are then used by a
stable diffusion model to create diverse images for users [4].

5.6 Mode 6. Interaction with Knowledge Base
This mode differs from standard prompting by incorporating an
additional element—a knowledge base—which enables the LLM to
respond to human queries using retrieved information from the
knowledge base.

Elements involved: Human, LLM, Knowledge Base
Aspects that can vary: Designing different domain-specific

knowledge retrieval techniques, such as retrieval-augmented gen-
eration (RAG)8, enables the LLM to generate more expert-level
responses by assessing the semantic similarity between the user’s
prompt and an external knowledge base. This variation primarily
occurs during the planning phase.

Variations:
(1) Submode 6.1. User prompts LLM to retrieve knowledge from knowl-

edge base. A typical example of default knowledge retrieval is
RAG, which can be enhanced with additional prompting tech-
niques, such as actively asking users about their intent in knowl-
edge retrieval to ensure more aligned question answering [72].
Additionally, during the fine-tuning process of an LLM, knowl-
edge retrieval can be used to construct high-quality training
dataset, improving the performance of the trained model [67].

(2) Submode 6.2. User uses knowledge graph to assist LLM knowledge
base retrieve retrieval. Using a knowledge graph to assist LLM
responses, where each node represents a concept or entity from
the knowledge base [12, 55, 62], reframes knowledge retrieval
as a concept-location problem within the knowledge base.

8https://learn.microsoft.com/en-us/dotnet/ai/conceptual/rag

(3) Submode 6.3. User uses domain model to assist LLM. Sometimes,
the knowledge base is not structured in a traditional format. In
such cases, a domain model can be trained on the knowledge
base, to provide few-shot examples for LLMprompts through text
classification [65]. Additionally, generated knowledge from the
LLM can be compared with extracted knowledge from language
models to perform knowledge verification [42].

5.7 Mode 7. Interaction with Tool Usage
This mode differs from standard prompting by incorporating an
additional element—external tools (e.g., web searching)—which
enable the LLM to generate more accurate and up-to-date responses.

Elements involved: Human, LLM, External Tool
Aspects that can vary: Designing different toolsets that involv-

ing various functions like web browsing or code execution during
the generating process.

Variations:
(1) Submode 7.1. LLM enhances its output by external tools during

generating. LLM responses are typically generated based on pre-
existing knowledge, primarily learned frompredefined datasets—which
may become outdated over time. During the response genera-
tion process, whenever the latest information is required (e.g.,
weather updates or recent tutorials), the LLM can utilize web
search results to generate more up-to-date responses [34].

6 TAXONOMY DESIGN SPACE THROUGH
COMBINATION OF MAIN MODES

As mentioned in Section 5, our seven interaction modes are atomic,
meaning they can be combined to form more complex interaction
patterns. As shown in Figure 3, 54.7% of the annotated papers
feature multiple interaction modes rather than a single mode per
system, highlighting the increasing complexity of LLM-powered
system design.

As shown in Figure 4, most combinations occur between sub-
modes under Mode 1 and Mode 2. In particular, Submode 2.2—Struc-
tured UI for prompt design—can be integrated with various prompt-
ing techniques. For example, a structured UI can help users design
prompts by specifying the primary task goal, prefixes, settings,
and few-shot examples [24]. It can also be combined with multi-
modal components, enabling users to manipulate images directly
or integrate other modes to support design generation [43].

10.9%

1.5%0.4%

45.3%

41.9%

Figure 3: Frequency of combinations

Interestingly, UI is a highly compatible element and can be com-
bined with almost all other elements. For example, users can con-
figure the UI to design multiple prompt techniques supporting
multi-LLM teams, integrate multi-modal components, facilitate
tool usage, or enable knowledge retrieval.

https://learn.microsoft.com/en-us/dotnet/ai/conceptual/rag
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Submode 1.1. User/LLM uses reasoning in prompting
Submode 1.2. User asks LLM to act as a persona

Submode 1.3. User incorporates knowledge framework in prompting
Submode 1.5. User/LLM designs multiple prompt variations or LLM

generates multiple output variations
Submode 1.6. User gives LLM explicit task context and specific steps

Submode 2.1. User uses UI for prompting technique design support
Submode 2.2. User uses structured UI for prompt design

Submode 2.3. User uses UI for various output format control

Submode 2.5. User uses UI for output evaluation, iteration and refinement
Submode 4.1. User perform tasks by prompting an LLM team

Submode 4.2. User performs task with teacher and student model team
Submode 5.1. LLM performs task with multimodal components for 

input, output, or both.
Submode 6.1. User prompts LLM to retrieve knowledge from knowledge base

Figure 4: Frequency of combinations.

Moreover, since LLM-powered systems are still evolving, we
envision that many more novel mode combinations will emerge,
further increasing the complexity of system architecture design
and enriching human-LLM interactions.

How many design possibilities exist in the entire design
space? If we consider all possible mode combinations, the calcu-
lation of the total number of submode combinations can be re-
garded as a combinatorial enumeration problem of subsets of size
22 (22 submodes). The total number of subsets of a set with 22
elements is given by

∑22
𝑟=0

(22
𝑟

)
= 222 . Excluding the empty set

(where 𝑟 = 0,
(22
0
)
= 1) and the single-element subsets (where 𝑟 = 1,(22

1
)
= 22), the total number of possible mode combinations is:

222 − 1− 22 = 4,194,304− 23 = 4,194,281. Thus, there are 4,194,281
possible mode combinations. This number is significantly larger
than what is currently observed (assuming no mutually exclusive
modes). Consequently, this vast design space could inspire much
greater diversity in LLM-powered system design.

7 APPLICATION: TAXONOMY AS A
REFERENCE FOR DIFFERENT USAGE
PURPOSES

While the 22 submodes were categorized into seven distinct modes,
many share similar purposes. We identified four broader usage sce-
narios to clarify the relationships between different modes. When
LLM-powered system developers, designers, product managers,
and other potential users of this taxonomy seek suitable submodes,
they may start with a basic one and explore alternatives that serve
similar purposes. The usage scenarios for interaction modes are
illustrated in Figure 5.

7.1 For Personalization
As shown in Usage 1 branch in Figure 5, this usage involves aug-
menting LLMs in various ways to enhance personalization and
task relevance, ensuring they better align with users’ goals. This
includes incorporating specific domain expertise or tailoring re-
sponses based on user preferences.
7.1.1 For personalizing user preferences. This usage allows
users to shape an LLM’s behavior and responses through human-
like interaction with specific personas, such as preferred commu-
nication styles, to better align with their preferences. This may
require users to take the initiative in understanding the attributes
of the desired persona and articulating them in the prompt.

7.1.2 For personalizing LLM expertise. This usage aims to aug-
ment LLMs with external expertise to generate more informed and
expert-aligned outputs. This can be achieved through various meth-
ods, such as incorporating knowledge frameworks into prompts,
retrieving information from external knowledge bases, utilizing
knowledge graph-supported retrieval, or leveraging domain models
to provide professional few-shot examples and contextual guidance.
However, this approach may require a high level of expertise, as
users must understand retrieval mechanisms to construct effective
prompts.

7.2 For Iteration
As shown in the Usage 2 branch of Figure 5, iteration usage focuses
on improving prompt alignment and refining LLM outputs.
7.2.1 For iterating to align input intent. This usage ensures
that the LLM aligns with the user’s intended task goals, making In-
tent Alignment particularly suitable for users with clear objectives
and structured workflows. Alignment can be achieved in several
ways: the LLM may request intent clarification, users may provide
task context or explicit step-by-step instructions, or users may offer
only implicit requirements, relying on the LLM to iteratively refine
its responses through trial and error to match their preferences or
make decisions.
7.2.2 For iterating to improve output. To refine results, these
modes enable the generation of multiple prompt/output variations,
allowing users to compare them synchronously. Alternatively, users
can iteratively and incrementally refine outputs, with the system
providing mechanisms to decompose tasks upfront and continu-
ously enhance results. This process can also be facilitated through
the UI, with improvements typically applied to the LLM’s output.
Results improvement is particularly beneficial for tasks requiring
ongoing adjustments.
7.3 For Collaboration
As shown in Usage 3 in Figure 5, this usage enhances the LLM’s capa-
bility to facilitate or participate in collaborative workflows, whether
among humans, between humans and LLMs, or among LLMs them-
selves. Collaboration can occur at various stages of a task, such as
planning, generating, revising, and evaluating. Developers seeking
to explore different roles an LLM can assume—whether as an active
participant or an objective facilitator—can consider factors such
as which planning phase it engages in, whether humans or the
LLM take initiative, or how mixed-initiative interactions unfold at
different stages.

These interaction modes share the broad goal of enabling effec-
tive communication and cooperative output generation, yet differ
significantly in their focus on the roles and contributions of humans
and LLMs. We identified three main types of collaboration:

1) One LLM, a group of users. For collaborative prompt de-
sign or group communication, LLMs can also serve as objective
facilitators, bridging gaps between individuals by summarizing
discussions, highlighting key points, and resolving ambiguities to
help teams reach a common consensus. This is particularly useful
in scenarios such as cross-functional team meetings or decision-
making processes, where clarity and agreement are crucial. In such
cases, the LLM may need to take a more proactive yet objective
facilitation role, actively shaping the team’s direction and guiding
the problem-solving process.
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Human-LLM 
Interaction Modes 

Application Scenarios

Usage 3: Collaboration

U3.1. Human-Human 
Team with LLM

Mode 2. Graphical User 
Interface

Submode 2.4 User uses UI 
for collaborative prompt 
design

Mode 3. User Group
Submode 3.1 LLM 
facilitates human group 
communication

U3.2. Human and LLM-
LLM team collaboration Mode 4. LLM Team

Submode 4.1 User 
prompts an LLM team to 
perform task

Submode 4.2 User 
performs task with teacher 
and student model team

U3.3. Human and LLM 
collaboration Mode 3. User Group

Submode 3.2 LLM acts as 
an equal team member 
within a human-LLM team

Usage 4: Visualization & 
Multi-modality

U4.1. Output Affordance

Mode 2. Graphical User 
Interface

Submode 2.3 User uses UI 
for various output format 
control

Mode 5. Multi-modal 
Components

Submode 5.1 Multi-modal 
components for input and 
output

 U4.2. Input Planning and 
Organization

Mode 2. Graphical User 
Interface

Submode 2.1 User uses UI 
for prompting technique 
design support

Submode 2.2 User uses 
structured UI for prompt 
design

Mode 5. Multi-modal 
Components

Submode 5.1 Multi-modal 
components for input and 
output

Usage 2: Iteration of 
Interaction

U2.1. Iterate for Result 
Improvement

Mode 1. Standard 
Prompting

Submode 1.5 User/LLM 
designs multiple prompt 
variations or LLM 
generates multiple output 
variations

Submode 1.8 User 
iteratively and 
incrementally refine the 
output

Mode 2. Graphical User 
Interface

Submode 2.5 User uses UI 
for output evaluation, 
iteration, and refinement

U2.2. Iterate for Intent 
Alignment

Mode 1. Standard 
Prompting

Submode 1.5 User is 
asked for intent clarification 
by LLM

Submode 1.6 User gives 
LLM explicit task context 
and specific steps

Submode 1.7 User gives 
LLM implicit context/intent 
and general requirements

Usage 1: Personalization

U1.1. Personalize user 
preferences

Mode 1. Standard 
Prompting

Submode 1.2 LLM to act 
as a persona

U1.2. Personalize 
expertise

Mode 1. Standard 
Prompting

Submode 1.3 Knowledge 
framework in prompting

Mode 6. Knowledge 
Retrieval

Submode 6.1 User uses 
prompting techniques for 
retrieval

Submode 6.2 User uses 
knowledge graph for 
retrieval

Mode 4. LLM Team
Submode 6.3 User uses 
domain model to provide 
assistance to LLM

Figure 5: Human-LLM Interaction Modes

2) A group of LLMs, one user. This closely aligns with AI
agent concepts, where multiple LLMs take on different roles and
collaborate to accomplish tasks.

3) Different Human and LLM collaboration relationship.
This has been a highly popular research area in recent years. This
usage includes one particularly interesting submode 3.2, where
humans and LLMs collaborate as equal team members. This shifts
repositions LLMs from being mere tools, as seen in most submodes
of Mode 1, to true collaborators in submode 3.2. Exploring different
levels of LLM proactivity introduces intriguing variations in system
design. For example, a proactive LLM could seek intent clarification
from humans and actively contribute as an equal team member in
problem-solving tasks (Submode 1.5).

7.4 For Visualization & Multi-modality
As shown in Usage 4 in Figure 5, both input and output can be
designed with different variations to enhance visualization and
accommodate multiple modalities, such as images and audio.

7.4.1 For improving input planning and organization. This
usage focuses on improving input planning and organization through
prompt design on UI and multi-modal components for input format
conversion. The UI is designed to streamline the organization pro-
cess, making it more intuitive for users. Meanwhile, multi-modal
components enable the integration of diverse input formats, such as
text and images, to establish a richer context for the LLM, enhancing
its ability to generate more relevant and informed responses.

7.4.2 For improving output affordance. As shown in Usage
3.1 in Figure 5, this usage can also be achieved through UI and
multi-modal components, but with a focus on output presentation
rather than input planning. Here, the UI is primarily designed for
displaying results, such as charts, graphs, or infographics, tailored
to user needs. This visualization enhances clarity, reduces cognitive
load, and improves accessibility for evaluation. Meanwhile, multi-
modal components for output allow LLM-generated responses to be
converted into images, audio, or a combination of formats, offering
a richer presentation than the original text-based output.

8 CASE STUDY: ANALYSING CURRENT LLM
SYSTEMS

We selected three widely used LLM applications—ChatGPT, Claude,
and Cursor—for a case study, demonstrating the specific applica-
tion of our taxonomy of interaction modes. ChatGPT and Claude
represent the two most popular general-purpose conversational
AIs, while Cursor exemplifies a commercially adopted LLM system
widely used by developers. Table 2 presents the analysis results,
including interaction modes associated with each system and their
corresponding system features.

Our analysis reveals that even seemingly simple systems like
ChatGPT and Claude rely on multiple interaction modes, each em-
ploying different variations that lead to distinct feature designs.
Ultimately, these feature designs shape diverse interaction experi-
ences, supporting visualization, personalization, and iteration.
9 DISCUSSION
Concept Connections with Software Design Patterns.When
developing the taxonomy, we observed that, in conceptual level,
some of our interaction modes have similarities to existing design
patterns proposed by the Gang of Four [16, 47]—particularly at
a highly abstract conceptual level. We have identified 8 potential
sub-interaction modes that can be linked to these original 5 design
patterns. We illustrate these connections in Figure 6.

For example, Submode 4.1, the multi-LLM team, can be compared
to the composite design pattern—a structural design pattern that
“lets you compose objects into tree structures and then work with
these structures as if they were individual objects” [16]. Similarly, a
multi-LLM team consists of multiple LLMs assigned to different sub-
tasks within a hierarchical structure, collectively working toward a
full task. This concept closely aligns with LLM agents [56]. Likewise,
the mode where an LLM facilitates human group communication
resembles the Mediator pattern, in which a mediator component
manages interactions between different components [16, 49]. The
key distinction is that these interaction modes are implemented in
LLM-powered systems, whereas traditional design patterns were
originally derived from conventional software architectures.
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Table 2: Comparison of Interaction Modes and Mode-Specific
Features for ChatGPT, Claude, and Cursor. We include only
clearly identifiable and unambiguousmodes, excluding those
with varying interpretations. Additionally, a single feature
may encompass multiple interaction modes; for example,
using DALL·E to generate images involves both Mode 5 and
Mode 7.
System Involved Interaction Modes Mode-Specific Features

C
ha

tG
PT

• Mode 1: Standard Prompt-
ing
– Support most prompting
techniques

• Mode 2: GUI
– Submode 2.1: Basic GUI
– Submode 2.2: Structured
UI

– Submode 2.3: Output For-
mat Control

• Mode 5: Multimodal Com-
ponents
– Submode 5.1: Multimodal
I/O

• Mode 6: Knowledge Base
– Submode 6.1: Prompts to
perform RAG

• Mode 7: Tool Usage
– Submode 7.1: External
Tools

• Mode 1 (Prompting):
– Support most prompting tech-
niques like reasoning (with o1
model), etc.

• Mode 2 (GUI):
– Basic structured UI fields for
prompt composing (My GPTs)

– Output formatting (e.g., mark-
down, code blocks, canvas)

• Mode 5 (Multimodal):
– Plugin support for images or audio
(via DALL·E or Whisper plugins)

• Mode 6 (Knowledge Base):
– Uploaded files can be seen as ex-
ternal Knowledge Base

• Mode 7 (Tools):
– Web Searching
– Code Interpreter and Canvas

C
la
ud

e

• Mode 1: Standard Prompt-
ing
– Support most prompting
techniques

• Mode 2: GUI
– Submode 2.1: Basic GUI
– Submode 2.2: Structured
UI

– Submode 2.3: Output For-
mat Control

– Submode 2.5: UI for out-
put evaluation, iteration,
and refinement

• Mode 1 (Prompting):
– Support most prompting tech-
niques like reasoning, etc.

• Mode 2 (GUI):
– Basic text interface
– Allowing users to choose the re-
sponse style of model

– Rendering the code on Canvas,
and allowing interactive sharing

– Evaluating the results and asking
for explanations

C
ur

so
r

• Mode 1: Standard Prompt-
ing
– Support most prompting
techniques

• Mode 2: GUI
– Submode 2.1: Basic GUI
– Submode 2.3: Output For-
mat Control

– Submode 2.5: UI for out-
put evaluation, iteration,
and refinement

• Mode 5: Multimodal Com-
ponents
– Submode 5.1: Multimodal
I/O

• Mode 6: Knowledge Base
– Submode 6.1: Prompts to
perform RAG

• Mode 7: Tool Usage
– Submode 7.1: External
Tools

• Mode 1 (Prompting):
– Best support for explicit context
(Submode 1.6), especially when
users can choose which pieces of
code to include in their queries.

• Mode 2 (GUI):
– Basic code viewing and editing in-
terface

– Configurable UI to present intelli-
gent suggestions and bulk modifi-
cations

– Iterative code generation and
refactoring

• Mode 5 (Multimodal):
– Supports images input

• Mode 6 (Knowledge Base):
– Comprehends the entire codebase
and the current coding context as
a implicit Knowledge Base

• Mode 7 (Tools):
– Supports integration of existing
extensions from VS Code
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Multi-LLM team (Submode 4.1)

teacher and student model team 
(Submode 4.2)
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Facade LLM for knowledge base retrieval 
(Submode 6.1)
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Proxy

Behavioral 
Patterns

Chain of 
Responsibility

Iteratively and incrementally 
refine the output (Submode 1.8)

UI for output evaluation, iteration, 
and refinement (Submode 2.5)

Command

Interpreter

Iterator

Mediator LLM facilitates human group 
communication (Submode 3.1)

Memento

Observer

LLM facilitates human group 
communication (Submode 3.1)

LLM acts as an equal team 
member within a human-LLM 
team (Submode 3.2)

State

Strategy

Template Method

Visitor

Figure 6: The interaction modes idea aligns with software de-
sign patterns, with several demonstrating particularly strong
connections.

The development of LLM-powered applications is expanding
rapidly, mirroring past technological shifts—such as the software
design and development boom of the 1990s. During that period, 1.5
million software applications emerged in the U.S. within a decade,
spanning domains such as science, commerce, information technol-
ogy, and web applications [27]. Jones predicted that the “possible
future for software engineering” may involve deriving design pat-
terns from successful, already operational applications.

Similarly, as LLM-powered applications gain popularity, under-
standing the shift from traditional software design to human-LLM
team-based systems presents a valuable potential opportunity to
extend classical design pattern theories.
Evaluation factors to evaluate different combination ofmodes.
In Section 6, we highlighted that most LLM systems are composed
of different atomic interaction modes, with over four million pos-
sible combinations based on the currently identified modes. As
more atomic interaction modes are discovered, this space could ex-
pand significantly. However, the objective is not merely to increase
the number of combinations but to identify reusable patterns in
LLM-powered system development.

Thus, an evaluation framework for assessing both individual
modes and their combinations is crucial. Such a framework can help
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bridge the gap between theoretical interaction modes and their real-
world implementation. For example, different modes and submodes
could be compared based on factors such as resource allocation
(e.g., human effort, system complexity, and time constraints) in
system development. Some combinations may be cost-effective
and require minimal human effort, while others could be resource-
intensive without offering additional value. This evaluation would
help developers make more informed design decisions.
10 LIMITATIONS AND FUTUREWORK
The taxonomy isn’t static, it could be envolved through the progress
of the LLM and relevant technology, which we intend to refine
continuously. We foresee its expansion to encompass additional
LLM interaction modes likely to emerge in the future. Moreover,
it is important to note that many current classifications in our
taxonomy are not absolute, given the slight overlap between some
categories.

Looking forward, we believe that it will be especially valuable
to extend the taxonomy to explicitly include different kinds of
tasks and different design spaces. For instance, we believe that the
capabilities and interaction modes needed to creating tasks will
likely be systematically different from the capabilities and modes
needed to deciding tasks. To do that, it could be good to perform the
literature review to additional venues or build extra dimensions.
11 CONCLUSION
While conversational LLMs have become the “default” mode of
human-LLM interaction, many other interaction methods exist.
From a software engineering perspective, we conducted a system-
atic literature review across major AI and HCI venues and ana-
lyzed the system architectures of human-LLM teams in 267 pa-
pers. Through this analysis, we identified the fundamental building
blocks: elements and their interfaces, behaviors, standard human-
LLM interaction processes, and seven typical interaction modes. We
discussed potential applications and provided a case study demon-
strating the taxonomy’s use. In the long run, we envision that this
taxonomy could make a theoretical contribution to the SE for AI
field.
12 DATA AVAILABILITY
The list of papers and their corresponding labels from our literature
review are available on our website https://sites.google.com/view/
taxonomymodes.
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